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Response Styles and Omitted Variable Bias. Detection and Mitigation

Response styles (RS) introduce systematic errors in survey data using rating
scales, distorting statistical analyses. This study examines their impact in
Structural Equation Modeling (SEM), treating RS as a source of omitted
variable bias. It evaluates two RS modeling approaches—Item Response Tree
(IRTree) and Multidimensional Nominal Response Models (MNRMs) — through
simulations and empirical analysis. Results show that correctly applied models
improve parameter precision, while misaligned models produce bias and
unreliable confidence intervals. Analyzing OECD’s PIAAC dataset reveals
cross-country RS variability, affecting correlations between self-reported
learning strategies and cognitive skills. Explicitly modeling RS enhances model

fit, improving the validity of survey-based conclusions.
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Introduction

In social sciences, latent constructs like opinions, attitudes, and values are commonly
measured through questionnaires using rating scales. While convenient for quantitative
analysis, these scales risk validity issues due to varied response tendencies. A major concern
is whether all respondents interpret response categories consistently and answer with regard
for substantial content of the questions.

This problem was conceptualized as response styles (RS), defined as construct-
irrelevant response patterns (Paulhus, 1991). RS are invalid responses that follow a specific
pattern (Khorramdel & von Davier, 2014) but are unrelated with the construct of interest
(Rorer, 1965). Among many response styles (Van Vaerenbergh & Thomas, 2013), three are
widely studied: extreme response style (ERS), marked by excessive use of extreme response
options; midpoint response style (MRS), characterized by the preference for middle response

options; and acquiescence response style (ARS), where respondents agree with items



regardless of their content. Response styles (RS) occur regardless of data collection mode
(Liu et al., 2017) or question format (Kieruj & Moors, 2013). Notably, RS are linked to traits
of interest in social science, including gender (Weijters et al., 2010), cultural differences
(Bolt & Newton, 2011; He et al., 2014), education level (Meisenberg & Williams, 2008), age
(De Jong et al., 2008), personality traits (He et al., 2014), and motivation (Gibbons et al.,
1999). As a result, RS can undermine measurement validity by introducing systematic errors
(Van Vaerenbergh & Thomas, 2013).

The issue of response styles (RS) in statistical inference can be seen as omitted
variable bias (Clarke, 2005; Steiner & Kim, 2016; Van der Weele, 2022) when RS correlates
with both dependent and independent variables but is not explicitly modeled. Figure 1
illustrates the consequences of omitting RS, which can lead to phantom (spurious) effects
(Panel a), suppression effects (Panel b), or overestimation of relationships (Panel c¢). These
issues were recognized as early as Cronbach (1946), who highlighted “extraneous” variables
that must be controlled to account for measurement errors linked to response formats. Such
variance, known as method variance (Podsakoff et al., 2003), can cause both type I and type
IT errors if unaddressed. RS, a form of method variance, may either inflate or deflate
observed relationships (Podsakoff et al., 2003). Alternatively, RS can be viewed as construct-
irrelevant variance, posing a fundamental threat to validity (Messick, 1995).

<<Figure 1 about here>>

Given the strong evidence of RS correlations with key predictors in social analyses,
the scenarios in Figure 1 are not just possible but highly plausible. However, researchers
using rating scales are not powerless. Many omitted variables disrupt inference because they
are unobservable, hard to measure, or overlooked during data collection. RS, though not
directly observable, can be inferred from response patterns. Once identified, they can be

incorporated into models to control for confounding bias caused by RS.



The primary objective of this study is to expand on previous response styles (RS)
research by exploring their lesser-known effects on statistical models. Prior studies have
focused on RS impacts in basic Confirmatory Factor Analysis (CFA), Item Response Theory
(IRT), and simple comparative analyses like t-tests (Baumgartner & Steenkamp, 2001;
Moors, 2004; Zhang et al., 2022). We shift focus to Structural Equation Modeling (SEM), a
key tool for analyzing inter-variable relationships. Through simulations, we examine the
mechanisms through which biases may occur in SEM’s structural components while ignoring
RS and assess whether controlling for RS in measurement models mitigates these biases.
Additionally, we present an empirical analysis using data from 36 entities in the PIAAC
study to detect RS, explore country-specific patterns, and evaluate how these techniques
affect important study outcomes.

Secondly, our study explores the problem of RS in a new research context — large-
scale social studies, in which data come from interviewer-based face-to-face data collection
employing many diverse and short, several items long, measurement instruments. This is in
contrast to most RS studies concentrating on self-completion data, with long (> 20 items)
scales measuring one topic (e.g. personality, Khorramdel & von Davier, 2014).

This paper compares two emerging approaches for detecting and modeling response
styles (RS): (1) IRTrees (Bockenholt, 2012), which represent response processes as binary
choice sequences, and (2) Multidimensional Nominal Response Models (MNRMs) with
predefined RS patterns (Falk & Cai, 2016). We examine whether these frameworks can
identify RS in datasets typical of large-scale social studies and compare their detection rates
when RS is present. This analysis is key to improving our understanding of data-generation
mechanisms in rating scale studies and enhancing the accuracy of statistical models used to

analyze them.



Methods for detecting response styles

This section describes two state-of-the-art methods of detecting and modeling RS, focusing
on extreme response style (ERS), and midpoint response style (MRS). For simplification, we
assume the typical 5-point Likert scale.

IRTrees

The first method presented in the paper was proposed by Partchev and de Boeck (2012) and
Bockenholt (2012). In this approach, a response provided using a rating scale is decomposed
into multiple response subprocesses represented by binary pseudo-items. The most widely
used decomposition for the 5-point scale is depicted in the upper part of Table 1 (for other
possible specifications, see: Bockenholt, 2017; Meiser et al., 2019; Plieninger, 2020).

This approach creates three binary pseudo-items: one for midpoint response style
(MRS), another for agreement regardless of intensity (AGR), and a third for extreme
response style (ERS), independent of agreement or disagreement. No dependencies are
imposed between these pseudo-items. This is ensured by assigning missing values to AGR
and ERS when a respondent selects the middle category, aligning with standard item
response theory (IRT) modeling, which assumes conditional independence of items in
estimation.

The binary pseudo-items could be applied to the regular three-dimensional (non-
compensatory) multidimensional IRT model. While Béckenholt (2012, 2017) originally used
a probit model, below we describe a logistic variant of this model. For the case of a
multidimensional two-parameter logistic model (2PLM) with between-item
multidimensionality (each pseudo-item loads on only one latent trait but different pseudo-
items can load on different traits), the probability of response 1 to pseudo-item v that is
indicator of latent trait j can be defined as:
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where 6; is a vector of latent trait’s values and a, is the item discrimination for item v on
latent trait j (with the restriction that each pseudo-item loads on only one latent trait). Pseudo-
items loaded solely by latent variables representing response styles (like MRS and ERS in the
example above) are often assumed to have the same discriminations.

This reflects the assumption that, at least within a single battery of items, response
styles may be considered stable, item-independent predispositions of respondents
(Bockenholt, 2017; Khorramdel & von Davier, 2014). IRTree models are non-compensatory
because they represent a series of binary decisions that do not allow high scores on one
dimension to compensate for low scores on another, meaning each subprocess (e.g. extreme
responding) is treated independently in the analysis.

IRTree models are easy to interpret and have been widely applied to empirical data.
Khorramdel and von Davier (2014) demonstrated that controlling for extreme (ERS) and
midpoint response styles (MRS) eliminates counter-theory correlations among Big Five
personality traits. Plieninger and Meiser (2014) used IRTree decomposition on a four-point
reading self-efficacy scale, showing that when ERS was accounted for, the correlation
between self-reported reading skills and literacy test performance nearly doubled, revealing a
negative suppression effect. Without modeling ERS, this correlation would have been
underestimated.

LaHuis et al. (2019) found that adjusting personality measures for response styles
increased the correlation between self-reported personality and job performance.
Additionally, IRTrees helped resolve the paradoxical negative correlation between
questionnaire-measured attitudes and test-measured cognitive proficiency in PISA, which
weakened after accounting for response styles (Khorramdel et al., 2017).

<<Table 1 about here>>



In the IRTree decomposition, three pseudo-traits are introduced: midpoint response style
(MRS), extreme response style (ERS), and agreement regardless of intensity (AGR).
Although our simulation scenarios focus on the consequences of ignoring MRS and ERS,
AGR appears naturally in this specification and is part of the standard representation of
IRTree models (Bockenholt, 2012). For consistency with this established notation, we
retained AGR in the description of the measurement model, but the bias analyses reported in
this paper concern only MRS and ERS. In line with Bockenholt’s IRTree framework (2012),
we define AGR as a trait-related response, that is, a direction decision reflecting endorsement
of an item based on the latent trait. This should be clearly distinguished from acquiescent
response style (ARS), which represents a content-independent tendency to agree with items
irrespective of their meaning (Plieninger & Heck, 2018).

Multidimensional Nominal Response Models for Response Styles

Another approach to modeling RS is Multidimensional Nominal Response Models (MNRM)
with a priori specified response styles pattern (Falk & Cai, 2016). Under the MNRM, the

probability of a response in category k of item i is modeled as:
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where k=1, 2, 3, 4, 5 are possible ordered response categories (for 5-point Likert scale), bix
is item category intercept parameter and wy. are weights defined in the scoring matrix
depicted in the bottom part of Table 1. Latent trait variances are estimated model parameters
in this specification.

Weights in the scoring matrix are designed to ensure clear interpretation of latent
variables and proper model identification. Notably, the specification in Table 1 allows for
estimating covariances between latent traits, enabling analysis of relationships between the
primary trait and response style (for MNRM identification constraints, see Henninger, 2019;

Henninger & Meiser, 2020). The MNRM is a compensatory model, meaning high scores on



one latent trait can offset low scores on another. This allows different response styles — such
as agreement, midpoint, or extreme responses — to collectively influence the probability of
selecting a particular response category.

The MNRM family of models has been used in international large-scale assessments
where they enabled adjusting country scores and revealing strong between-country
correlations (Falk & Cai, 2016). Adams et al. (2019) demonstrated that MNRM reduces bias,
improves measurement precision, and enhances person fit in self-report data. MNRM was
further extended to longitudinal data by Deng et al. (2018), who showed that uncorrected
extreme response style (ERS) suppressed the predictive power of self-reported affect on
smoking cessation. After accounting for ERS, both the mean effect and its variability became
significant predictors of smoking behavior, offering new insights into the cessation process.
Simulation study
Data generation models
In the simulation study, we considered three different models generating item responses:

(1) Unidimensional partial credit model (PCM) with no response styles,
(2) Three-dimensional MNRM with middle and extreme response style traits in the form
presented in the previous section,
(3) Three-dimensional IRTree model with middle and extreme response style traits in the
form presented in the previous section.
For the no-RS model, we assumed a simple linear relationship of the latent trait with the
observed dependent variable characterized by a standardized regression coefficient of size 9.
However, for models including RS traits we considered two different scenarios (see also
Figure S1 in the supplementary materials):
Scenario 1: All modeled latent traits (trait of interest — Tol, MRS, and ERS) had the

same linear effect of standardized size & on the observed dependent variable. The



correlation between MRS and ERS was fixed to zero, but both were correlated with
the trait of interest with a correlation equal to -6.

Scenario 2: Only MRS and ERS had (linear) effect on the observed dependent
variable, both with standardized size of 8. The correlation between MRS and ERS
was fixed to zero, but both were correlated with the trait being measured with

correlation equal to 6.

In both scenarios, we used the same parameter 6 both as a standardized effect size and as the
correlation coefficient between the trait of interest (Tol) and response styles (RS). This
coupling was a deliberate simplification: it prevents independent manipulation of structural
paths and correlations, but provides a straightforward didactic setup in which the biasing role
of RS omission becomes evident. Scenario 1 (negative correlations) shows how RS can
entirely suppress a true effect, while Scenario 2 (positive correlations) shows how RS can
create an artificial effect in the absence of any true Tol—-outcome relationship. We stress that
these scenarios are not meant to reflect realistic empirical structures but rather to serve as
boundary conditions, following the tradition of stylized simulation studies in methodological

work (e.g., Plieninger, 2017; Henninger, 2020).

Additional factors being manipulated in the simulation study were:
e Effectsize 6: 0.4,0.3,0.2 or 0.1,
e Number of items in the scale: 3 or 5 — a typical number for unidimensional scale in
comparative social research,
Overall, we have considered 40 different simulation conditions that are summarized in Table
S1 in online supplementary materials. For each condition, 1000 replications were completed.

The number of observations was assumed to be 1000, which is typical for a single country in



comparative large-scale social research (like the European Social Survey or the International

Social Survey Programme).

Measurement model

In the no-RS PCM and in the MNRM data-generating models we made the same assumptions
regarding model parameters as in previous simulation studies (Henninger, 2020; Plieninger,
2017). Item location (difficulty) parameters were sampled from a truncated-normal
distribution TN(O, 1, -1.5, 1.5) and response category thresholds were sampled from a
uniform distribution U(-2.5, 2.5).

In the no-RS PCM model, we assumed the latent trait had a variance of 1, while in the
three-dimensional MNRM, the agreement (AGR) and midpoint response style (MRS) traits
were set to a variance of 1, and the extreme response style (ERS) trait to 4. This decision was
based on preliminary analyses of European Social Survey (ESS) Round 9 data, where median
variances of MRS and the primary trait were similar, while ERS variance was nearly four
times larger (see Table S2 in the supplementary materials for more details).

Finally, we used the Rasch model as a data-generating model for all IRTree scenarios,
setting the discrimination parameters in all nodes to be 1 for all items. Item location
(difficulty) parameters were sampled from truncated-normal distributions: TN(-1.2, 0.8, -2.8,
0.4) for MRS nodes, TN(-0.4, 2.9, -6.2, 5.4) for Agreement nodes and TN(-1.6, 1.2, -4, 0.8)
for ERS nodes with latent trait variances set to 7.6 for agreement (AGR), 4.5 for ERS and 1.7
for MRS, following results of empirical analysis on 5-category response scales included in
the ESS9 data (see Table S2).

Data generation procedure

In each iteration, we first generated latent variable values for 1,000 observations, sampling

10



from either a standard normal distribution (for the no-RS unidimensional model) or a
multivariate normal distribution with a predefined covariance matrix. Next, item parameters
were sampled, and item responses were generated using the specified measurement model via
the R package rstyles (version 0.7.1; Zottak, 2023). Latent variables were then standardized
by dividing by their model-generating standard deviations and scaled by their corresponding
regression coefficients according to the simulation condition. The observed dependent
variable was computed by summing these weighted latent variables with error terms drawn
from a zero-mean normal distribution, ensuring a standard normal distribution of the final
dependent variable. Sampling from multivariate and truncated normal distributions was
performed using the R package mnormt (version 2.1.1; Azzalini & Genz, 2022). Models were
estimated using Mplus (version 8.5), with R packages rstyles and MplusAutomation (version
1.1.0; Hallquist & Wiley, 2018) used for syntax preparation and automation.

Results

Model convergence

If the data-generating model included response styles — either IRTree or MNRM — all models
exhibited a 100% convergence rate. However, if the data-generating model was absent of RS,
models assuming the existence of RS had considerable convergence problems. The IRTree
model converged, depending on the specific condition, in 55-60% of iterations in conditions
with 5 items and in 45-50% of iteration in conditions with 3 items while MNRM only in 41-
46% of iterations, irrespective the number of items (for detailed results see Table S1 in
online supplementary materials).

RS detection

Comparison of the values of the information criteria almost universally led to the selection of
the model that corresponded to the data-generating model. Incorrect choices occurred only in

conditions with 3 items — slightly more frequent with increasing effect size, but never more

11



frequently than in 3% of iterations. AIC and BIC led to the same choices if data-generating
models included response styles.

Path parameter bias and coverage

Figure 2 presents the bias and RMSE of the path parameter describing the relationship
between the trait of interest (Tol) and the dependent variable across different simulation
scenarios (see Table S3 in online supplementary materials for more details). As expected,
models specified identically to the data-generating process generally produced unbiased
estimates with correct confidence interval coverage. The exception was MNRM in scenarios
with only 3 items, in which it exhibited a small bias: positive in scenario 1 and negative in
scenario 2. The size of this bias was greater the larger was the effect size, nevertheless it was
never larger than +0.06.

Also as expected, ignoring RS led to significant biases. In scenario 1, the true positive
relationship between the trait of interest (Tol) and the dependent variable was
underestimated, shrinking toward zero. In scenario 2, ignoring RS introduced a false positive
effect. When the effect size was at least 0.2, the 95% confidence interval coverage from a
simple PCM dropped below 67% in the best case and declined further as the effect size
increased; it was also lower in conditions with 5 items than with 3 items. Applying the
IRTree model to data generated with MNRM resulted in only a minimally larger bias than the
correctly specified model, but with greater estimate variance. On the other hand, applying
MNRM to the data generated using the IRTree model led to the overestimation of the path
coefficient value in scenario 1. The bias was larger in conditions with 3 items than with 5
items. In scenario 2, the MNRM bias was very small and negative.

In both scenarios, applying a RS model other than the data-generating one resulted in
too narrow 95% confidence intervals. The coverage became narrower as the effect size

increased. This relation was steeper in scenario 1 (effect size applied to all path coefficients)
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than in scenario 2 (effect size applied only to path coefficients of RS), and for the IRTree
model compared to the MNRM. Also, the coverage of IRTree estimates was a little worse in
conditions with 5 items than in 3 items, while the coverage of MNRM estimates did not
depend on this factor.

If the data were generated using a simple PCM, MNRM provided only slightly
overestimated path parameters, but with much less precision than PCM and definitely too
wide confidence intervals. In the same conditions, the IRTree model estimates were
considerably too large, especially in conditions with only 3 items, and very imprecise, but
their 95% confidence intervals were only slightly too narrow.

For path parameters describing the relationships between RS and the dependent
variable (see Figures S3, S4, and Table S3 in online supplementary materials), the [IRTree
model produced approximately unbiased estimates when applied to data generated using the
same model in both scenarios. When applied to MNRM-generated data, the IRTree model
significantly overestimated ERS path coefficients in both scenarios, while MRS bias
remained small and comparable to MNRM estimates. Conversely, MNRM applied to
MNRM-generated data slightly overestimated path coefficients for both ERS and MRS in
conditions with 3 items and larger effect size.

For IRTree-generated data, MNRM estimates were strongly downward biased for
ERS and strongly upward biased for MRS in both scenarios. The size of these biases was
somewhat larger in conditions with only 3 items. Both models provided good 95%
confidence interval coverage when used with data generated by the same model but produced
overly narrow confidence intervals when applied to data from the other model.

<<Figure 2 about here>>
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Empirical example

Data

For the empirical analysis, we used the publicly available Programme for the International
Assessment of Adult Competencies (PIAAC) 2012 dataset from the OECD website, covering
36 entities (see Table S4 for the list of entities and sample sizes). PIAAC (OECD, 2019) is a
unique interviewer-based study that links survey data with cognitive tests. Unlike survey
responses, test results are unaffected by response styles (RS), making them a suitable
dependent variable for assessing RS-induced distortions in correlations. PIAAC measured
skills in three domains: literacy, numeracy, and problem-solving.

We focused on a six-item scale measuring the use of elaborate learning strategies,
expected to correlate positively with cognitive skills assessed in PIAAC tests (OECD, 2019,
pp- 108—109). This tool uses a five-point rating scale with response options labelled: not at
all, very little, to some extent, to a high extent, and to a very high extent.

Analysis

For each country and skill combination, we separately fitted SEM models, specifying the use
of elaborate learning strategies (self-reported trait of interest, Tol) and response styles (RS)
as predictors of cognitive skills. We then compared the path coefficient representing the
relationship between learning strategies and skill levels between two models: a baseline
model (simple PCM without RS control) and the best-fitting RS-adjusted model, selected
based on BIC values. To ensure consistent parameter estimates and standard errors, we
applied the unbiased shortcut method (OECD, 2019, pp. 528-529), estimating each model 90
times. For BIC comparisons, we used results from models estimated with the first plausible

value and final full sample weights.
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Results
Best fitting models
In all 105 cases analyzed, models incorporating RS specifications provided a better fit to the
empirical data than the PCM model with no-RS modelled, according to the BIC (see Table
S4 for BIC values). With one exception, the best-fitting model was an MNRM controlling for
MRS and ERS. The IRTree model fitted best only in the numeracy domain for Finland,
where the MNRM model failed to converge in most replications.
Relationship between learning strategies and skills
The results from all 36 samples are summarized in Figure 3 and Table S5. While explicitly
modeling response styles improves model fit, it does not always lead to substantial changes in
the estimated relationship between the Tol (self-reported use of elaborate learning strategies)
and the dependent variable (cognitive skills). In some countries, such as Kazakhstan, Korea,
Sweden, Japan, Belgium, and the Netherlands, the estimates remained virtually unchanged.
However, in most cases, the standardized path coefficient difference between models ranged
from 0.05 to 0.16, with the RS-adjusted model consistently showing a stronger relationship.
The largest change occurred in Finland, where the difference exceeded 0.50, but the RS
model estimates had extremely large standard errors, making them unreliable. In contrast,
some countries exhibited disjoint 95% confidence intervals for path coefficient estimates
between the no-RS and best-fitting RS models — a highly conservative criterion for assessing
significant differences. This was observed for all cognitive skills for Poland, Canada, France,
and Spain. Notably, no relationship was found between the magnitude of coefficient
differences and the strength of the relationship in the baseline (no-RS) model.

<<Figure 3 about here>>

The overall picture presented in Figure 3 is clear: in all cases, even when changes are

minimal, adjusting for RS results in a higher estimated relationship between the variables of
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interest and also higher R-squared statistics (see Table S5). These findings align with results
from simulation studies, which suggested that RS may act as a confounding factor that biases
parameter estimates. While the impact of RS is less pronounced than in simulations, explicit
modelling of RS appears to improve these estimates underscoring the importance of RS
control in statistical analyses employing survey data.

Discussion

This study empirically investigated the presence and impact of response styles (RS) in survey
research utilizing rating scale items. By employing the Item Response Tree (IRTree) model
and the Multidimensional Nominal Response Model (MNRM) we aimed to detect RS and
assess the efficacy of these models in contexts typical of large-scale assessments,
characterized by five-point rating scales and a limited number of items per construct.

Our findings showed that both the IRTree and MNRM models exhibit a high
detection rate for RS, demonstrating their suitability for identifying RS in survey data. The
models showed consistently good performance in simulation scenarios with a 5-items
instrument and only slightly worse with an extremely short 3-items instrument. This proves
their robustness and applicability in practical research settings, at least with sample sizes of
about 1000 participants or larger. These models are also easily estimated in popular statistical
packages, which is not always the case (cf. Schoenmakers et al., 2024). This high detection
capability is crucial because RS can significantly distort survey responses, leading to biased
estimates and incorrect inferences if not adequately accounted for (e.g. Khorramdel et al.,
2017; Khorramdel & von Davier, 2014).

Before using rating-scales data in statistical analyses, it is advisable to compare model
fit between the baseline IRT model and models accounting for RS to empirically verify
whether RS are present. This comparison helps identify the model that best represents RS

characteristics in a given dataset. Our simulations show that selecting the wrong model can
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severely distort parameter estimates. Based on the results, especially BIC values are reliable
criteria for model selection. Since different models may yield different conclusions (cf.
Schoenmakers et al., 2024), we recommend testing multiple models and selecting the best-
fitting one for statistical analysis.

Empirical evidence from the Programme for the International Assessment of Adult
Competencies (PIAAC) study, involving data from 36 entities, reinforces these conclusions.
In most countries, applying the IRTree and MNRM models for RS adjustment significantly
modified the empirical results, leading to more plausible (and theory-backed) relationships
between the constructs measured by self-report (here: use of elaborate learning strategies)
and the outcomes of interest (here: cognitive skills).

Our simulation results highlight a clear implication for applied research: parameter
estimates in models ignoring response styles (RS) can be substantially biased, either
underestimating true effects or producing entirely spurious associations. This means that even
well-specified structural models may yield misleading substantive conclusions if RS are not
accounted for. For practitioners, the consequence is twofold. First, relationships that appear
weak or nonsignificant may in fact be suppressed by unmodeled RS. Second, seemingly
robust effects may be artefacts of RS rather than genuine substantive relationships. Both
situations risk misinforming theory development and policy recommendations. Therefore,
before drawing substantive conclusions from rating-scale data, researchers should explicitly
test models with and without RS controls, compare their fit, and carefully evaluate whether
RS adjustment changes the interpretation of key parameters. Our empirical example
illustrates that, in real data, such adjustments frequently strengthen theoretically expected
associations, underscoring the practical importance of addressing RS in applied research.
Limitations

Despite the strengths of this study, several limitations should be acknowledged. First, while

17



the simulation study covered a range of scenarios, it did not encompass all possible
conditions encountered in practice. Future research could extend these simulations to include
different scale formats, varying numbers of items, and other RS patterns than ERS and MRS,
for example acquiescent response style (ARS; Van Vaerenbergh & Thomas, 2013).

Second, our study concentrated only on the within-country consequences of ignoring
RS, leaving aside its implications for between-country comparisons (see He et al., 2014;
Ulitzsch et al., 2024).

Third, we examined only two of many psychometric models for RS. While these
models suit typical social research scenarios, other RS models may be more appropriate in
contexts with more response categories or a larger number of items (cf. Henninger, 2020;
Henninger & Meiser, 2019).

Finally, our comparison focused solely on models treating RS as a continuous trait.
However, a substantial body of research models RS as a categorical latent trait, often using
IRT mixture models (e.g., Khorramdel et al., 2019).

Future Directions

Future research could expand on this study’s findings in several ways. One promising
direction is developing and testing new models or extending existing ones to better capture
complex RS patterns. For instance, models that account for multiple RS types simultaneously
(e.g. ERS, MRS, but also ARS, cf. Plieninger & Heck, 2018) could enhance accuracy. A key
advancement was proposed by Ulitzsch et al. (2023), who introduced an unstructured RS
model with minimal assumptions, allowing flexible RS adjustments at both group and
individual levels. This approach is particularly useful when the goal is RS adjustment rather
than direct investigation. Ulitzsch et al. (2023) demonstrated that this model effectively
accounts for multiple RS types in large-scale assessments, where different countries exhibited

distinct RS tendencies. In this study, the unstructured RS model also proved more effective in
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correcting correlation coefficients. Empirical evidence suggests that RS adjustment has a
greater impact when RS differences between groups are larger (e.g., Schoenmakers et al.,
2024; Zhang et al., 2022) or when RS is more strongly related to the trait of interest (this
study). This highlights the need for further development of flexible RS models that
accommodate diverse RS patterns. Future research should validate unstructured RS models in
various settings, comparing them to models with different levels of assumed RS structure.
Further studies should also explore the psychological and cultural drivers of RS,
offering insights into the variability of RS patterns both between and within groups (Ulitzsch
et al., 2023) and even across time within individuals (Merhof & Meiser, 2023). This could
inform the design of surveys that are less prone to RS effects. While post-hoc RS adjustment
techniques are advancing, research on RS prevention remains limited (Adams et al., 2019;
Henninger et al., 2025).
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Table 1. Mapping of response categories to the stylized latent traits in IRTree and MNR

models used in the simulation study

Decomposition of a S-point rating scale into binary pseudo-items (BPIs) in IRTree
approach

Category (k) MRS AGR ERS
Strongly disagree (1) 0 1
Disagree (2) 0 0
Neither agree nor disagree (3) 1 - -
Agree (4) 0 1 0
Strongly agree (5) 0 1

Scoring Matrix for Multidimensional Nominal Response Model for 5-point Likert
Scale

Category (k) AGR MRS ERS
Strongly disagree (1) 0 0 1
Disagree (2) 1 0 0
Neither agree nor disagree (3) 2 1 0
Agree (4) 3 0 0
Strongly agree (5) 4 0 1
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Figure 1. Possible true and observed relationships between dependent (Y) and independent

(X) variables while omitting RS.
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Figure 3. Differences in values of path coefficients describing the relationship between using
elaborate learning strategies and skills between best fitting models including response styles
and models with no response styles. Estimates with disjoint 95% confidence intervals are

marked with stars.

Note. Countries are ordered by the mean difference—across all cognitive skills—between

estimates from the best-fitting RS model and the model ignoring RS.
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